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However, its potential applications are 
significantly suppressed due to the lack 
of large-scale production of high-quality 
film. The lateral dimension of single h-BN 
domain could hardly grow up to 100 µm,[5] 
while single crystalline graphene has 
achieved millimeter-scale domain growth 
via multiple routines such as oxygen assis-
tant and using Cu-Ni alloy substrate.[6] 
However, the introduction of oxygen 
does not promote the large h-BN domain 
growth as we previously revealed.[7] 
Although Cu-Ni alloys can decrease the 
nucleation density of h-BN, the corre-
sponding maximum grain size is still 
limited to ≈100 µm.[8] As far as we know, 
the maximum h-BN domain sizes are in 
several hundreds of micrometers and can 
be achieved on Si-doped Fe substrates,[9] 
Ni (111) films[10] or in Cu enclosures.[11]

To achieve higher degree of control over 
the domain size, deeper insights into the 
growing dynamics are required. However, 
the morphology evolution which is highly 

relative to the growth dynamics is rarely observed in previous 
high temperature chemical vapor deposition (CVD). Most crys-
talline h-BN domains grown on Cu or Ni are triangles of pre-
ferred N-terminated edges.[12] Only regular polygons, such as 
truncated triangles or hexagons, can be realized via tuning the 
B to N ratio of the source.[13] Dendrites are rarely reported since 
h-BN domains favor straight edges of specific lattice orienta-
tions due to the strong anisotropy of its edge energy.

Here, we introduced a small amount of silicon into Cu sub-
strate and realized reliable controllability over the morphologies  
and nucleation densities of deposited h-BN domains. Dendritic 
and fractal growth of h-BN, which is seldom observed on 
Cu substrate, emerge on Si-doped Cu substrate and can be 
delicately tuned through the deposition temperature. In par-
ticular, novel shuriken shapes are found in a large quantity at 
≈1025 °C on Cu substrate doped with ≈2.8 at% Si. Increasing 
growth temperature to near melting point, triangles dominate 
the domain shapes, and their nucleation density dramati-
cally decreases by two orders of magnitude leading to large 
domains with maximum lateral size around 0.25  mm. Some 
large domains contain large bilayer area of either AA’ or AB 
stacking sequence, which can be distinguished by their second 
harmonic generation (SHG). Compared with the attachment-
limited growth on pure Cu, the presence of silicon alters the 

Controllable synthesis of high-quality hexagonal boron nitride (h-BN) is 
desired toward the industrial application of 2D devices based on van der 
Waals heterostructures. Substantial efforts are devoted to synthesize h-BN 
on copper through chemical vapor deposition, which has been successfully 
applied to grow graphene. However, the progress in synthesizing h-BN has 
been significantly retarded, and it is still challenging to realize millimeter-
scale domains and control their morphologies reliably. Here, the nuclea-
tion density of h-BN on Cu is successfully reduced by over two orders of 
magnitude by simply introducing a small amount of silicon, giving rise to 
large triangular domains with maximum 0.25 mm lateral size. Moreover, the 
domain morphologies can be modified from needles, tree patterns, and leaf 
darts to triangles through controlling the growth temperature. The presence 
of silicon alters the growth mechanism from attachment-limited mode to 
diffusion-limited mode, leading to dendrite domains that are rarely observed 
on pure Cu. A phase-field model is utilized to reveal the growing dynamics 
regarding B-N diffusion, desorption, flux, and reactivity variables, and explain 
the morphology evolution. The work sheds lights on the h-BN growth toward 
large single crystals and morphology probabilities.

Boron Nitride

2D hexagonal boron nitride (h-BN) is well known as a perfect 
complementary material for graphene. They share similar 
honeycomb lattice and van der Waal structure but possess 
quite different properties. Hexagonal boron nitride is a wide 
gap semiconductor[1] of chemically inertness[2] and an atomic 
flat surface. Encapsulating other 2D materials to screen the 
substrate and ambient environment, h-BN is the key for the 
high-quality performance of various 2D devices.[3] In addition, 
it is promising to serve as thermal protective coatings and ultra-
violet optics.[4]
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growth to diffusion-limited regime, giving rise to the abundant 
morphologies and large domain size. Our phase field simula-
tion verifies that diffusion and desorption of B-N feedstock play 
critical roles on the morphology evolution when changing the 
growth temperature.

Low pressure CVD is employed to deposit h-BN using 
ammonia borane as solid precursor. Cu-Si alloy substrate is 
prepared through melting mixture of Si and Cu particles under 
hydrogen protection (see the Experimental Section). Figure 1a 
shows the binary phase diagram of the Cu-Si system.[14] We 
grew h-BN in the yellow colored region of the phase diagram, 
where a small amount of silicon can thoroughly dissolve in 
Cu and form a solid solution with face-centered cubic (FCC) 
phase. Surprisingly, merely ≈2.8 at% Si content could signifi-
cantly change the growth dynamics of h-BN on Cu. At high 
growth temperature around 1035 °C, h-BN domains keep tri-
angular shape as those grown on the pure Cu substrate in spite 
of a slightly dented edge (Figure 1b). However, as we decrease 
the growth temperature to 1025 °C, apparent notches occur 
at the edge centers of triangular domains and some of them 
could even develop into perfect shuriken shape as shown in 
Figure  1c and Figure S1 in the Supporting Information. Fur-
ther lowering down the growth temperature, only tree patterns 
survive with wide brunches at 1015 °C (Figure 1d) and needle 
brunches at 1000 °C (Figure  1e). Obvious fractal growth hap-
pens here, which can further develop into higher fractal dimen-
sion if lower deposition temperature was adopted (Figure S2, 
Supporting Information). These above-mentioned morpholo-
gies are roughly of triple symmetry, which should be mainly 
regulated by the anisotropy of edge energy of h-BN.

To explore the influence of silicon on h-BN growth, we 
changed its doping content in Cu from 0 to 2.8 at%. The same 
deposition temperature of 1030 °C is employed for all the sam-
ples here. On Cu substrate slightly doped with 0.5 at% Si, h-BN 
domains of ≈10 µm triangles were grown as shown in Figure 2a. 
Similar scenario was observed on pure Cu as we reported 
previously.[12a,15] The influence of Si doping on the h-BN growth 
was ignorable here. As the Si content increases, concaved 
edges start to show at 1.4 at% (Figure S3, Supporting Informa-
tion) and notches appears at 2.4 at% (Figure  2b), meanwhile  

the melting point of substrate decreases. As illustrated in  the 
phase diagram (Figure  2d), higher Si content would lead 
to lower melting point of Cu substrate. When the Si content  
reaches ≈2.8 at%, the substrate is quite close to the liquid phase 
at 1030 °C deposition temperature. Actually, the surface of alloy 
substrate does start melting as manifested by its wavy topog-
raphy (Figure 1b). At this concentration of Si, the domain size is 
significantly increased and maximum ones we observed could 
reach ≈0.25  mm in lateral size (Figure S4, Supporting Infor-
mation). We analyzed the dependence of nucleation density at 
1030 °C on the Si concentration. As shown in Figure  2e, the 
nucleation density keeps almost constant until the Si content 
reaches ≈2.8 at%, where it dramatically decreases by two orders 
of magnitude. However, the high concentration of Si cannot 
be the only reason for the abrupt drop of nucleation density 
since the temperature also plays a critical role here. With 
the same ≈2.8 at% Si concentration but a growth temperature 
lower than 1025 °C, the nucleation density is obviously much 
larger than that at 1030 °C (Figure 1b–e). Only when the sub-
strate almost starts to melt, large domains can appear, implying 
the phase transition of the substrate surface from solid to liquid 
can significantly suppresses the nucleation density.

Noticeably, although the nucleation density of clearly vis-
ible h-BN domain is quite low at 2.8 at% Si concentration and 
1030 °C growth temperature, these large domains are always 
surrounded by plenty of tiny islands, as shown in Figure  2c. 
We calculated the average coverage ratio of these islands with 
respect to their normal distance from the large domain’s edge 
and found that the closer these islands are to the large domain, 
the smaller coverage ratio they have (Figure 2f). The coverage 
area decreases by one order of magnitude at the distance 
≈0.25 µm than that ≈3.5 µm. This growth pattern is fairly con-
sistent with the Ostwald ripening, where large domains tend 
to consume the small islands as B-N source to grow up. These 
tiny islands are energetically unfavorable compared with large 
domains due to their high edge-surface ratio. Therefore, these 
islands prefer to be dissolved on the surface or into the sub-
strate and provide B-N sources for their adjacent large domains.

During the CVD growth of h-BN on Cu, ammonia borane 
(H3BNH3), as the solid precursor in our CVD process, 
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Figure 1.  a) Phase diagram of the Cu-Si alloy with FCC phase highlighted by yellow, liquid phase by red, and mix phase by green color. b–e) Scanning 
electron microscope (SEM) images showing the domain morphologies grown at b) 1030, c) 1025, d) 1015, and e) 1000 °C, respectively, as marked by 
orange, blue, brown, and gray dots in panel (a), respectively. Scalar bars are 100 µm in panel (b) and 20 µm in panels (c–e).
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decomposed into volatile derivatives, mainly monomeric 
aminoborane (H2BNH2) in the temperature range we used.[16] 
Aminoborane flux was then carried into the growth chamber 
by hydrogen flow. The feedstock of aminoborane on substrate 
became balanced through their dynamic competition between 
adsorption and desorption. Cu surface catalyzed the dehydroge-
nation of aminoborane during its diffusion on the surface and 
thus produce B-N sources that can attach at the edges of the 
h-BN islands. However, the catalytic efficiency of Cu is slow and 
edges of h-BN domains are normally passivated by hydrogen 
atoms, lifting up the energy barrier for B-N attachment. There-
fore, the attachment of B-N at the edge is generally limited due 
to the slow rate of dehydrogenation and incorporation. In this 
case, the edge energy dominates the morphologies. Nitrogen-
terminated zigzag edges are energetically favored and that is 
the reason why most domains grown on Cu are equilateral tri-
angles.[15] Increasing the ratio of B to N in the growth environ-
ments could favor B-terminated zigzag edges and thus vary the 
edge energy equilibrium.[17] Using this method, the morpholo-
gies can be tuned into polygons or curved polygons. Neverthe-
less, no dendrites occur with the attachment-limited growth. 
The dendritic and fractal growth is characteristic indication of 
the diffusion-limited growth, resulting from the interface insta-
bility.[18] Thus, silicon should play a critical role in transforming 
the edge-limited growth to the diffusion-limited growth on Cu.

Moreover, the experimental results also show that low 
growth temperature gives rise to sharp spine-like tips, while 
high growth temperature tends to bring about triangular tips 
on Si-doped Cu as shown in the first row of Figure 3. To reveal 
the underlying mechanism, we resorted to phase-field simula-
tion.[19] The phase-field model is based on that of Srinivasan 
et  al.[20] Several temperature-dependent parameters, including 
B-N diffusivity, deposition flux, desorption time, and attachment 

time, are examined to qualitatively understand their effect on 
the growth morphology and the results are shown in Figure 3 
and Figure S5 in the Supporting Information. It indicates that 
less spiny shapes would evolve by either mildly increasing dif-
fusivity/attachment time or decreasing flux/desorption time. 
However, several factors can be excluded as the dominance 
factors in our situation due to their inconsistency with experi-
mental facts. For example, higher temperature would raise 
the chemical reactivity hence reduce the attachment time and 
cause spiny tips according to the simulation. It contradicts with 
the experiments where obtuse tips always appear with higher 
growth temperature. In addition, the flux is mainly determined 
by the heat treatment of the ammonia borane source from the 
upstream, which is nearly constant in all our experiments. So, 
the influence of growth temperature on the deposition flux 
could be neglected. On the other hand, at higher temperature, 
diffusion and desorption would be faster, causing less spiny 
crystal grain shapes, which agrees with the experiment. To this 
point, we conclude that the temperature-dependent diffusion/
desorption dominated the morphology evolution. Noticeably, 
diffusion is also a dominant factor in the diffusion-limited 
growth on Si-doped Cu substrate. Considering the fast growth 
of single large domain on Si-doped substrate as shown in 
Figure 2c, the high growth speed suggests the edge attachment 
is accelerated by the silicon dopant, probably via dehydrogena-
tion of the aminoborane or passivated edge, and thus brings 
the growth mode into diffusion-limited regime. Besides, silicon 
has been suggested to promote the dehydration of borazine on 
Cu and facilitate the catalytic growth of h-BN, providing more 
B-N source.[10] Here, we performed first-principle calculations 
on the dehydrogenation process as schematically illustrated in 
Figure S7 in the Supporting Information. With the assistant of 
Si, the energy consumed to remove the hydrogen from B-N-H 
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Figure 2.  a–c) SEM images showing the domains grown on Cu substrate doped with a) ≈0.5, b) ≈2.4, and c) ≈2.8 at% Si. Scalar bars are 20 µm.  
d) Black, violet, and orange dots in phase diagram mark the corresponding growth condition for panels (a–c), respectively. e) Dependence of nuclea-
tion density on Si concentration in Cu substrate. f) Coverage area ratio of tiny nucleus adjacent to the large domain in panel (c) versus their normal 
distance to the nearest edge of the domain.
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on Cu substrate can be lowered from 0.95 to 0.9  eV, demon-
strating the enhanced dehydrogenation.

Finally, large h-BN domains grown on Cu-Si alloy substrates 
are transferred to 300  nm oxide layer of silicon wafers. We 
observed the transferred samples under optical microscope. 
Most domains were monolayer, while triangular bilayer areas 
were found in the center of some domains. The lateral size 
of those bilayer triangles could reach tens of micrometers. 
We collected the Raman spectrum from mono- and bilayered 
h-BN region marked by the black and red dots in the inset of 
Figure  4a. The G band for monolayer and bilayer h-BN shifts 
from 1371 to 1367 cm−1, consisting with previous work.[21] The 
Raman signal from the bare SiO2/Si substrate is also collected 
for contrast, which shows the typical peak of third-order silicon 
transverse optic phonon at ≈1450 cm−1. The Raman charac-
terization here is not sufficient to give more crystallographic 
information due to the lack of detectable 2D band in h-BN few 
layers. However, taking advantage of the sensitivity to inver-
sion symmetry breaking, SHG can easily reveal the crystalline 
information in BN few layers. The SHG mappings of a mon-
olayer domain and a bilayer domain are shown in Figure  4b 
and Figure  4e, respectively. The incident laser is polarized in 
the direction highlighted by the arrows in the mappings and 
the SHG signal is collected in the same direction. The uniform 
SHG intensity from the whole domain confirms its single crys-
talline. We also plotted the intensity of SHG signals relative to 
the azimuth angle of the domains. For monolayer h-BN, the 
maximum SHG intensity should come from the orientation of 
crystal symmetry axis (armchair direction). All three armchair 
directions are identified from the polar image and the dashed 
line presents one of them (Figure 4c). Obviously, the symmetry 
of the h-BN triangular morphology is coincident with the crys-
talline orientation. Hence, we can utilize the triangular shape 
to identify the crystalline orientation. For the bilayer triangle in 
Figure 4e, its crystal symmetry could also be determined by its 

shape orientation as confirmed by the polar image in Figure 4f. 
For bilayer h-BN, the SHG intensity is affected by not only 
the symmetric orientation but also the stacking sequence. AB 
stacking would lead to antiphase cancellation (destructive inter-
ference) of SHG from two adjacent layers, while AA’ stacking 
enhances SHG due to constructive interference.[22] As shown 
in Figure 4e, the bilayer region exhibits much more intensive 
SHG than the monolayer region, indicating their same crys-
talline orientation. The SHG intensity is apparently enhanced 
by approximately four times due to the AA′ stacking, which 
is consistent with the theory prediction.[23] However, for AB 
stacking in Figure  4d, the SHG signal from the second layer 
would destructively interfere with that from the first layer. The 
expected complete SHG cancellation does not occur probably 
because of the presence of strains in h-BN.

A small concentration of silicon can switch the CVD growth 
of h-BN on the Cu from the conventional attachment-limited 
regime to the diffusion-limited regime. Taking advantage of 
this strategy and the temperature dependence of diffusion, we 
realized delicate control of the morphology of h-BN domains, 
ranging from triangles and shuriken shape to fractal dendrites. 
Moreover, the doping of silicon can dramatically reduce the 
nucleation density and therefore provide a novel pathway for 
the large domain growth of h-BN.

Experimental Section
Preparation of Cu-Si Alloy Substrate: First, certain amounts of Si 

particles were mixed with ≈1 g Cu particles (99.99%) in a quartz crucible 
placing in an annealing furnace. The furnace chamber was pumped 
down to 0.1 Pa and hydrogen flow was introduced to maintain a 50 Pa 
pressure. Then, the Cu and Si particles were melted at 1080 °C for 
10 min and annealed at 1035 °C for 1 h. After being cooled down, Cu-Si 
alloy beads were collected from the crucibles. Second, to obtain a flat 
growth surface, the Cu-Si beads were compressed to ≈1 mm thick discs. 

Small 2019, 15, 1805188

Figure 3.  Phase-field simulation in comparison with experimental results. T, D, τs, and τφ are the growth temperature, diffusion coefficient, desorption 
time, and edge attachment time, respectively. The experimental SEM images display more spiny twigs grown at 1000 °C than that at 1025 °C. Diffusion 
simulation under D = 10 and 50 is obtained with τs = 1000 and τφ = 2. Desorption simulation is obtained with D = 10 and τφ = 2. Attachment simula-
tion is obtained with D = 10 and τs = 1000.
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Mechanically polishing with sandpaper and electrochemical polishing 
with 65% phosphoric acid solution were employed to reduce the surface 
roughness and remove the surface contaminants. Finally, other residues 
like silicon oxide particles were further removed from the surface via 
dipping the alloy disc into the hydrofluoric acid solution overnight. After 
that, the alloy disc was rinsed by deionized (DI) water for several times 
and dried by nitrogen gas flow.

Growth of h-BN Domains: First, the substrate was put inside a 
quartz tube of the CVD furnace. After the system was pumped down 
to 0.1 Pa, H2 flow was supplied. The H2 flow was adjusted to maintain 
a pressure of 50 Pa. Then, the furnace was heated up to 1030 °C and 
the sample was annealed for 1 h. Subsequently, the furnace was set 
to the target growth temperature, and the solid source, ammonia 
borane, was heated up, and maintained at 60–80 °C for 30–60 min for 
the CVD growth stage. Finally, the furnace was cooled down to room 
temperature naturally.

Transfer of h-BN Domains: Bubbling method was applied to transfer 
the h-BN domains. First, a polymethyl methacrylate (PMMA) layer was 
spin coated onto the substrate. Subsequently, the alloy sample was 
connected to the anode in 1 m NaOH solution, and another copper foil 
was used as the cathode. The current was increased until the surface 
of sample in the solution started to bubble. The PMMA film was 
peeled off from the surface as the sample was dipped down into the 
solution gradually. The PMMA film was rinsed by DI water for several 
times, which was then picked up by SiO2/Si substrate and dried in air. 
The transferred sample was annealed at 150 °C, and the PMMA film 
was removed by acetone.

Material Characterization: The morphologies of h-BN domains were 
characterized by SEM (Zeiss, EVO 18) operating at 10  kV acceleration 
voltage. Raman spectroscopy (HORIBA, LabRAM HR Evolution) was 
conducted with a 532 nm continuous wave laser for h-BN analysis. 

The SHG signals were excited by an 1100 nm femtosecond laser with a 
power density of ≈0.56 MW cm−2.

Theory Calculations: The phase field model and first-principle 
calculations were described in the Supporting Information. For phase-
field simulation, n = 3 was set, so a threefold symmetry was adopted. To 
simulate an anisotropic growth, εg = 1/15 and ετ = 1/1000 were taken. 
Unless otherwise noted, D = 10, τs = 1000, F = 0.0005, and τφ = 2 were 
taken. Each simulation started from a circle nucleus with a radius of 3 
and ran on a square canvas.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Figure 4.  a) Raman spectra of the transferred h-BN domains, with the inset optical image marking the monolayer and bilayer by black and red dots. The 
blue dashed line locates the Raman peak from SiO2/Si substrate. b,c) SHG mapping and the corresponding polarization pattern of a single layer h-BN 
domain. d) SHG mapping showing a large domain with an antiphase second layer at the center. e,f) SHG mapping and the corresponding polarization 
pattern of a large bilayer domain. The crystalline orientation of the second layer aligns with that of the first layer, leading to constructive interference 
of SHG signals. Scalar bars are 10 µm. Signal intensity from monolayer is doubled in panel (f) for better display.
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